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SUMMARY

In this paper Warner’s [4] estimator is shown to be the best estimator
when one tries to develop estimators better than the conventional estimator
proceeding in the direction of Singh and Singh [3]. .
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Introduction

Warner [4] suggested a randomised response technique to estimate the
proportion 7 of individuals belonging to a sensitive category using a simple
random sample (with replacement) of size n. For the sake of brevity the details
are omitted. The suggested estimator is

P=1-P o (L1

where @ and P are the proportion of yes answers in. the sample and the -
probability of getting the question “Do you belong to the sensitive category
A 7" respectively.

We know that E@®)=0=np+ (1 —nX1 —P)

and V(@) = 81-6)
n
Therefore, E(ﬁw) =N
and V(‘;\tw) = —i(li)z
n2p-1)"-

Recently Singh and Singh [3] suggested a generalised estimator
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-]

A AB-
" (2p-1)

and proved that for the optimum value of A the mean square error of the above
estimator is smaller than the variance of the conventional estimator given in
(1.1). In the following sections some other classes are suggested and
comparisons made,

1.2)

2. New Class of Estimators

Searls [2] modified the conventional estimator y for the population mean
by defining the estimator Ay and proved that for the optimum value of A the
suggested estimator is more efficient than y. Motivated by this, we suggest
the estimator

A —
A A(6-P)
T = (2P—l) (2-1)
p
as an estimator of 7.
The mean square error of the estimator givell in,‘(2.1)_ is
2%6(1 - 0 .,
o X8 G gpe-pp
M(r )= 2.2)
@p-1)° @D
It can be seen that the mean square error given -above is minimum: if
. \ ‘
A=— ?(1 = 2.3)
O-p)+ B '

which essentxally lies between zero and one. The minirpum mean square error
of the estimator given in (2.1) is
(0 —p)'[In+6(1 —6)]8(1 — )
(2p — 1)[n (8 ~)* + 6(1 — 8)]*

~ Now we shall prove that the above: mean square error is' less than the
variance of Wamer [4] estimator. :

(2.4)

Consnder tht_: _dlfference

01-0) 26(1-0 (-1’O-p
n@p-1" a@p-17 = @p-1y

V(n) M( )

o
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_ 81 -8) -2’81 - ) - n(h — 1’6 - )’

n(2p — 1)

_6(1-0)(1 ~A)—n1 —M* (0 -p)

n(2p -1y
_(1-2) {61 -0)1 +N) —n(1 ~1) 0 =)}

n(2p - 1)
2 2
1= M + 9(1_9)(9_}_))2

“np-1)? 84-8) | oy

-Clearly the right hand side of the expression is non-negative, because
0 <A< 1. Hence we conclude that the mean square error given in (2.4) is less
than the variance of Wamer [4] estimator.

In order to assess the amount of gam in efficiency due to
A
T, over n the percentage efficiency of 11: over 1t has been calculated for

different choices of m, P and n. Their values are listed in Table 2.1. It may
be noted that when n = 5, 10 and nt=0-2, the mean square errors of 11: are

very small if p = 0-6. Therefore, in these cases the percentage efficiencies are
ﬂuite large The Table 2.1 clearly establishes the superiority of
T Over 11: for optimum values of A. ’

It is pertinent to note that the optimum value of A given in (2.3) depends
on & which can be estimated unbiasedly by the sample proportion of yes
answers. Hence it is suggested for the use of A which is derived from A on
replacing 0 by its unbiased estimator. For related results one can refer to
Sampath [1] and Singh and Singh [3].

3. Further Improvement

Motivated by the form of the estimator ﬁ:w we suggest a more generalised
class of estimators, namely

A

R,=ad+b (3.1)
which reduces to ;\tw when a=(2p - Dl b=- p2p - N

;\rrs when a=A (2p - n?, b=—ﬁ(2p—l)‘l and -




Table 2.1. Efficiency of ?css over ;\tm

n=.2
p Sampic size
. 10 50 100
ERS ESS - ERS ESS’ ERS ESS ERS ESS ERS ESS
0.6 125.45 3180.00 11273 1640.00 102.55 408.00 101.27 254.00 100.25 130.80
0.7 132.63 836.25 116.32 468.13 103.26 173:63 101.63 136.81 - 100.33 107.36
0.8 142.50 402.22 121.25 251.11 104.25 130.22 102.13 115.11 100.43 103.02
0.9 156.92 250.31 128.46 175.16 105.69 115.03 102.85 107.52 100.57 101.50
T =.4
p * Sample size
10 50 100
ERS ESS ERS ESS ERS ESS ERS ESS ERS ESS
0.6 121.67 880.00 110.83 490.00 102.17 178.00 101.08 139.00 100.22 107.80
0.7 123.48 294.06 111.74 197.03 102.35 119.41 101.17 109.70 100.23 101.94
0.8 125.45 185.56 112.73 142.78 102.55 108.56 101.27 104.28 100.25 100.86
0.9 127.62 147.58 113.81 123.79 102.76 104.76 101.38 102.38 100.28 100.48
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Table 2.1. Contd..

n=.6
P Sample size
10 50 - 100 500
"ERS ESS ERS ESS ERS ESS ERS ESS ERS ESS
0.6 118.46 446.67 109.23 273.33 101.85 13467 100.92 117.33 100.18 103.47
0.7 117.04 186.25 108.52  143.13 101.70 108.63 100.85 ~ 10431 100.17 100.86
0.8 115.71 13802  107.86 119.01 101.57 103.80 100.79 101.90 100.16 100.38
0.9 114.48 121.15°  107.24  .110.57 101.45 102.11 100.72 101.06 100.14 100.21
- n=.8
p Sample size _
10 - 50. 100 500
o ERS ESS ~ERS ESS ERS.  ESS - ERS ESS  ERS 'ESS
0.6 115.71 292.50 107.86 196.25 101.57 119.25 100.79 109.62  100.16 - 101.93
0.7 11226  146.02 106.13 123.01 101.23 10460 = 100.61 10230 . 100.12 100.46
0.8 109,41 118.89 10471  109.44 100.94 101.89 100.47 100.94 100.09 100.19
09 107.03 109:39 103.51 104.70 100.70 100.94 . 10035 - 100.47 100.07‘ 100.09

ERS - Efficiency of the estimator suggested in Singh and Singh (1992)
ESS - Efficiency of the new estimator suggested.
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. @, when a=AQp-1)",b=-2p@2p-1)""
. The mean square error of the ‘estimator givenin (3.1) is

AL 29(1 0) 0-p" 2@d+b)(©®-p
M(n,) =2 2p—17 2p-1)

The mean square error of the estimator given in (3.2) is minimum if a=0
and b=(8-p)/(2p—1) and the resulting mean square error is zero.

29, (ae +b)2+ (3.2)

4.  Concluding Remarks

) . A .
The exact mean square error of the estimator x, is zero for the optimum

values of a and b given in Section 3. But the ophmum value of b requires

the knowledge of @ for which the natural choice is 6, the proportion of yes

:}\nswers in the sample It may be noted that for- such a choice the est1mator
, reduces to 1: of Warner [4].

Hence-it is concluded that the estimator n: is the best estimator when

one tries to develop estimators better than the conventional estimator proceeding
in the-direction of Singh and Singh [3]. .
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